ARTIFICIAL INTELLIGENCE IN SOCIAL SECURITY: OPPORTUNITIES AND CHALLENGES

Artificial intelligence (AI) is shaping up to be the transformative technology of our time and has become a powerful driver for social change. Social security institutions are progressively applying emerging technologies, including big data analysis, artificial intelligence, blockchain, and biometrics. The increasing use of AI by social security institutions is enabling more proactive and automated deliveries of social services. Although the potential of these technologies has not yet been fully tested nor explored, they are already providing relevant outcomes in key social security areas such as addressing error, evasion, and fraud, as well as developing effective approaches and automated solutions to customers’ concerns aimed at improving social services. The field of application of the technologies includes medical care, adaptive systems in robots carrying out dangerous activities at work, communication with insured people, and management of welfare benefits. However, the application of AI in the social sector also poses important challenges, prompting state institutions to consider how best to take full advantage of this new technology. Rapid introduction of automated technological solutions poses potential risks as well. This paper explores the various types of AI application and current and future uses of the AI in the field of social security, with a particular focus on strategies for governments as they consider implementing AI. It concludes that the use of AI in social security is both inevitable and potentially beneficial for all parties involved. It also is not necessarily either an unadulterated boon or bane but calls for careful planning and a comparative assessment of the benefits and challenges of AI versus human labour.
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Fuelled by the power of data, the diverse set of artificial intelligence (AI) technologies are expected to play a positive role in making organizations perform more effectively and efficiently, enabling them to create powerful algorithms to act autonomously on behalf of humans and make decisions based on the data already collected. An ever-increasing number of social security agencies and organizations around the world have been quick to set up AI systems to harness the large volumes of data they manage to streamline processes, deliver customized services, support service users, handle various applications of social assistance, and formulate evidence-based decisions. Yet, implementing AI programmes successfully comes with many complex challenges that could undermine the potential for positive change. If not designed, monitored, and refined following the basic principles related to social policies such as equal rights and social justice, AI can generate potentially significant consequences that are undesirable for individuals, organizations, and societies. Such consequences have the potential to aggravate existing social issues by promoting inequality and discrimination and call into question a government’s ability to protect and serve its citizens (Ananny 2016). Many government agencies, including the United Kingdom, Australia, and Norway, are pursuing opportunities to utilize AI without a clear understanding of its costs, benefits, and risks for users.

The starting point of this study is the increasing relevance of AI as well as its ground-breaking potential for the social sector on a global level, both in positive and negative terms. Several countries, in particular the Nordic countries, have recognized the great value of AI for social protection and have launched various cost-intensive AI initiatives, revealing the separate potential areas of application for this technology. However, no government has so far comprehensively addressed the whole AI application spectrum (Bernd et al. 2018). At the same time, its use introduces new risks and ethical challenges, such as biased data, fairness, and transparency. These concerns require social security organizations to anticipate potential unintended effects and put various safety measures in place to prevent them.

Since the deployment of AI is still in its infancy in the sector of social security and many applications have been employed as innovative pilot projects, public authorities and administrators of the social security administration may not be aware of the full range of AI application opportunities and related challenges. Furthermore, there is still little specific research on AI which fails to provide an integrated view of AI applications and challenges for the social security sector. Compared to the expanding debate on potential challenges of AI adoption in the social security sector, there is little to no empirical research to provide evidence-based guidelines for its governance. To fill this gap, this study seeks to develop a comprehensive understanding of AI, examining its applications and impact in the social security sector by addressing the following research questions:

• How is AI used in social security;
• What are the opportunities, challenges, and consequences of using it;
What can social service organizations do to support ethical, accountable, and inclusive automation in social security services?

The following section describes the methods used to collect and analyse the data for the study. Next, the article briefly describes AI and discusses its application in social security. Then, it analyses the most important opportunities of AI in social security and highlights the key challenges that social services face when routinizing such technologies. The last section reports the findings of this study and concludes with a discussion of the theoretical and practical implications of this work as well as some suggestions for future research.

Research methodology

We adopted a systematic review of the literature for this article. The systematic literature review is a process that provides a collection of relevant evidence on the given topic that fits the pre-specified eligibility criteria and to have an answer for the formulated research questions (Mengist et al. 2020). The steps to conducting a systematic review are defining the research questions, conducting a literature search, identifying relevant work, assessing the quality of studies, summarizing the evidence, and interpreting the findings. The aim of this present paper is to identify opportunities in the AI use for the social security field, taking into consideration the challenges they pose, and suggest actions for social services stakeholders in applying AI. To carry out a comprehensive literature search, we utilized three databases: the Web of Science (WoS), Google Scholar, and EBSCOhost to identify the documents that covered relevant topics (operationalised through keywords). To narrow down the search, we have selected countries such as Finland, the United Kingdom, and Switzerland that are considered as well-suited cases because they enjoy the highest degree of digitization of public bodies in the world. Therefore, these illustrative case studies are a good indicator of opportunities and challenges that other social security organizations may face around the world.

Most papers sought were produced from 2017 to 2022 and written in English. Only original articles were selected for analysis. The search results identified 86 publications. Among the 86 studies retrieved, we selected the most relevant with the following procedure. The search was based on content-related inclusion/exclusion criteria. In the sample, only publications with content that directly answered the research questions of the present paper were selected, while subject-wise publications were excluded. Moreover, to ensure the high quality of publications in the sample, publications from peer-reviewed journals and substantial reports were considered. The inclusion/exclusion criteria were first applied to the studies’ titles, keywords, and abstracts of publications, and then to the full texts of the publications. The articles that did not meet the inclusion criteria were excluded. Finally, a total number of 35 studies were set as eligible for inclusion. In the end, the data extraction involved collecting and coding information for each of the 35 studies.
Applying AI in social security

Social security institutions are progressively developing and implementing AI technology worldwide. This is, for instance, the case in Sweden. Local authorities govern Swedish social services; 90% of its regions use AI in daily life and see the usage positively (Flanders Investment and Trade 2020). In another study, 78% of municipalities are reported to use AI and perceive it as beneficial (Vinnova 2018). The Australian case is another illustrative example of the introduction of artificial intelligence into social security. In July 2016, Centrelink, the Australian Government’s master programme that distributes social security payments to citizens, implemented the Online Compliance Intervention (OCI) programme, an automated debt-calculation and -collection scheme (Rinta-Kahila et al. 2022).

One of real-world examples that apply AI-based technologies in the social security system comprises an intelligent conversational assistant. In the case of Norwegian municipalities, the results of a study show that the most popular applications of AI for municipalities include intelligent interaction agents with citizens (28.9%), real-time translations for meetings including speech-to-speech and speech-to-text (21.1%), request processing, applications handling, and automatizing data entry with 15.7% each (Mikalef et al. 2019). It is evident that some areas of potential AI application use are of increased interest for municipalities. First and foremost, the use of intelligence interaction with citizens in the form of conversational agents is regarded by respondents as a top priority to invest in the near future.

Social security institutions are making more use of AI-based software to improve online customer services through quality and availability in different branches and types of services. Many different types of conversational agents, including chatbots, have been developed, added to websites, services’ apps, social media, or instant messaging services, and are accessible by telephone, mobile phones, computers, and many other digital platforms. Intelligent Chatbots using AI are a specific type of virtual assistant that can increasingly engage in natural conversations and build relationships with users. They can simulate human behaviour and are able to respond autonomously to users’ inquiries (ISSA2020). This software is responsible for providing clients with automated and personalized services by not only answering the most frequently asked questions, but also by requesting information on the steps taken by customers, such as registering and applying for benefits.

At present, there is a great deal of interest in this type of technology, which is increasingly being adopted by social security institutions since it can be set up within a few months and perform at a reasonable cost/benefit ratio, enabling them to handle open-ended inquiries (ISSA 2021). This trend is apparent from the good practices and experiences reported by many Social Security organizations across the world. For instance, certain Switzerland’s cantons use chatbots to simplify and support administrative communication. This is the case of the Social Insurance Institution of the Canton of St. Gallen, which uses this software to reduce the workload associated with requests for premium reductions. It is highly likely that chatbots will also be
used for services related to contributions to Old-Age and Survivors Insurance, Disability Insurance, and Income Compensation Insurance (Binder, Egli 2020).

Another way to use AI is by deploying algorithms that can serve as a support for decision-making. Many social security institutions around the world are actively working and experimenting with automatic decision-making (ADM) and machine learning. Algorithmically driven, automated decision-making (ADM) systems are already in use across the EU. For example, an ADM system like Systeem Risico Indicatie (SyRI) is used in the Netherlands to detect welfare fraud. Likewise, in 2010, the Slovenian government introduced the e-Sociala (e-social services) programme to optimize social transfers, such as social and unemployment benefits, child benefits, and subsidies that make up the welfare system, which is now controlled by AI, ADM and machine learning capabilities (Kučić 2020). Similarly, Finland’s social insurance institution known as Kela, which is responsible for settling some 15.5 billion euros of benefits annually under national social security programmes, has implemented an ADM (Robotic Process Automation – RPA) to process benefits claims. Now it is possible to apply for benefits online, and 73.5% of applications to Kela were filed online in 2020, which is an increase from 2016 when 64% applied online (Kela 2021). In other cases, a recent report from the Trelleborg Swedish municipality states that 85% of the digital applications for social assistance are handled at least partly by the RPA (information and calculation) and 30% are handled entirely by the RPA (Ranerup, Henriksen 2020). The Finnish Centre for Pensions also tested the machine learning algorithm on the centre’s anonymous register data of 500,000 people, correctly predicting 78% of future retirees who were set to retire on a disability pension in two years (Theo 2018).

The potential and opportunities of AI in social security

While various deployments of new computation tools will help manage data better, institutions of all sizes are using automation to provide better services worldwide. Social security institutions are increasingly exploring new ways to harness the large volumes of data they manage to streamline processes, deliver customized services, reduce fraud and error, and formulate evidence-based policy decisions (ISSA 2022). There are enormous benefits that automation and AI technologies offer. Swedish municipalities, for example, test AI to improve efficiency and savings across a wide range of administrative tasks (Andreasson, Stende 2019). In this sense, process automation is typically used to simplify processing data, centralize information, and reduce the need for human interaction. For instance, the Fiji National Provident Fund (FNPF), saved 1.8 million Fiji dollars (FJD) through automation, and processed and paid 80% of applications within the committed five working days’ turnaround time (ISSA 2022). AI also increases employee satisfaction, engagement, and productivity while reducing manual labour and replacing repetitive tasks. According to a survey conducted among employees on AI, 79% of respondents believe that
AI will make their jobs more productive and enable them to work on simpler tasks or at a higher level (Omatu 2013).

The use of automation and similar technologies is rapidly increasing in the public sector to deliver social services and support administrative decision-making. In this sense, the so-called data-driven innovation (DDI) is enabling social security institutions to improve products, processes, and organizational methods (ISSA 2019). For example, Services Australia, the agency responsible for delivering social services and social security payments in Australia, has utilized data analytics to reliably assess claims via data-driven automation. The service has successfully automated over 31,000 claims for social security benefits in real time, without any staff intervention and saving time, which was redirected to support vulnerable customers and more complex cases (ISSA 2022).

The prevailing argument in applying AI technologies in such organizational settings is that it can enhance human decision-making and action (Davenport, Ronanki 2018). Swedish municipalities, for instance, are using RPA to help social workers make decisions on benefits for claimants. The software currently handles around one in three reapplications (Lind, Wallentin 2020). With RPA speeding up processing times and reducing costly errors, processing costs decline and per-employee output increases. For the Social Insurance Institution of Finland (Kela), the main reason for deploying RPA was to take over some routine tasks that would provide more time for the personnel to concentrate on complicated cases. Yearly, Kela makes some 19 million decisions, and of those around half a million are generated automatically without any involvement of persons through the use of IT (Väänänen 2021).

Numerous social security institutions across the globe are investing heavily in AI applications to optimize daily routines and improve online customer services in different branches and types of benefits. The opportunities of applying AI technologies include using chatbots to interact with citizens about procedures and other types of queries (Park 2017). This software can simulate human behaviour and is able to respond autonomously to users’ inquiries by effectively reducing service costs and simultaneously handling many customers (Adamopoulou, Moussiaides 2020). For instance, the Argentina Superintendency of Occupational Risks launched a chatbot to provide a more rapid response to user requests, reduce the strain on its customer-service phone lines, and respond to questions about work injury benefits. Chatbots also offer information on how to sign up with an occupational risk insurance company and are capable of providing information on personal data (ISSA 2021).

A few statistics illustrate the potential of this AI-based software. In Sweden, 95% of local authorities are currently running cost-reduction programmes that inevitably lead to the phased replacement of staff functions by AI and digital co-workers (O’Dwyer 2020). In Norway, the Virtual Agent (Frida) of the Labour and Social Welfare Administration (NAV) helped Norwegians access key social benefits during the outburst of the coronavirus pandemic in 2020. Frida responded
to more than 270,000 inquiries from concerned citizens that corresponded to the capacity of 220 service agents (Ringes 2020). Currently, most inquiries are handled completely by the chatbot with only one out of five getting transferred for a live chat with a service agent (Vassilakopoulou et al. 2022). In 2020, Kela completed about 3 million office and call centre-based customer service interactions. Additionally, there were 64.4 million logins to Kela’s e-services, and 72% of all benefit applications reviewed by Kela were filed online (Kela 2021).

Fraudulent claims cost governments billions. For instance, the case of Universal Credit fraud in the UK reached a record high of 13% of all spending on the benefit, costing the taxpayer £5.6 (Buchanan 2022). In response, social security institutions apply discovery and profiling techniques for detecting evasion and complex fraud operations (ISSA 2019). For example, in Portugal, a centralized automated system deployed to deter fraud associated with medical prescriptions has reportedly reduced fraud by 80% in a single year (Chiusi 2020). In Australia, Centrelink deployed an automated Online Compliance Intervention (OCI) programme to detect and recover fraudulent benefits. The automated system has saved almost a billion Australian dollars to date (UNESCAP 75 2019).

Challenges and Risks of AI for Social Security

Since the scope of social security activities is to a large extent similar worldwide, as well as the challenges that this system faces. Even barriers to its adoption are also likely to be the same in many countries and across multiple industries and cases. According to a study, 51% of business executives believe that AI transparency and ethics are important for their business. Moreover, 41% of senior executives state that they have suspended the deployment of an AI tool because of a potential ethical issue (Capgemini Research Institute 2019). These ethical issues may include the interactions which resulted in outcomes that are unexplainable, unfair, and untransparent and/or biased against a certain group of users.

In fact, transparency and explicability of the AI application constitutes an important issue, especially regarding decisions which impact people and/or involve risks (ISSA 2019). Centrelink Online Compliance Intervention (OCI) is a good example of this issue. Centrelink’s Debt Programme raises many of the concerns that arise in respect of ADM systems that unquestionably use AI. Thus, the Commonwealth Ombudsman published its investigation report (2017), which found there were issues with the transparency, usability, and fairness of the OCI system. Between November and January 2017, the ombudsman’s office received 241 complaints about OCI debts. The office received 1,563 ‘approaches’ about Centrelink matters, compared to 835 the month before the system was implemented, which constituted an 87% increase in complaints (Nott 2017).

Social security institutions, among others, are struggling to resolve the challenges of ensuring compatibility with existing laws and with the difficulties in justifying the logic of ADM (Ruckenstein, Velkova 2019). For example, legislative
The compliance of automated procedures is a major concern for Kela. A particular issue identified in the 2019 Automating Society report is that one of Kela’s public concerns is the manner in which it communicates the results and the reasoning behind the decision-making process to citizens (AlgorithmWatch 2019). If it is difficult to explain how a simple algorithm works, how can we explain complex AI systems like machine learning, and their automated decisions in a way everyone understands? Although the AI diagnosis may be more accurate, a lack of explicability may lead to a lack of trust between the authorities and the populace. AI will only be successful if it is based on trust between its beneficiaries and citizens.

As mentioned before, Trelleborg is Sweden’s front-runner in automating welfare distribution. An analysis of the system’s source code brought little transparency, but revealed that the personal data of hundreds of applicants was accidentally made public (Lind, Wallentin 2020). This analysis showed that the publicised records contained personal data of citizens who previously had welfare-related contacts with the municipality. The names and social security numbers of approximately 250 people were visible for anyone who filed a Freedom of Information (FOI) request to see the system’s code, as well as the subcontractors working on it. This case raises questions about privacy, data protection, and discrimination. AI applications based on machine learning need access to large amounts of data, but data subjects have limited rights over how their data are used (Veale et al. 2018).

In terms of the challenges that ADM systems present, the case of the Netherlands highlights major issues concerning the lack of transparency and privacy. In the so-called Systeem Risico Indicatie (SyRI) judgement, the District Court of The Hague found that this automated system for detecting welfare fraud was insufficiently transparent and contained insufficient safeguards to effectively protect the right to privacy (Appelman et al. 2021). As AI systems become ubiquitous, regulators need to think about developing rules to manage security and privacy concerns associated with the use of these new tools. While the new algorithmic tools promise more accurate and consistent decisions, their opacity creates deep accountability challenges. A crucial question will be how to subject such tools to meaningful accountability and ensure their adherence to legal norms of transparency, evidence-based decisions, and non-discrimination (Castelluccio 2020).

AI systems can interpret massive amounts of data from various sources to carry out a wide range of tasks. When the datasets and algorithms that AI rely on are incomplete or biased, they can lead to biased AI conclusions and reinforce gender and racial or ideological biases (Gopani 2022). AI can also deepen inequalities by automating routine tasks. Another example of SyRI is using personal data to calculate the likelihood of someone to commit benefits fraud. Before being discontinued, it was heavily criticised for proactive targeting of vulnerable populations, leading to discrimination and stigmatization of persons with low income. In this sense, the District Court of The Hague explicitly recognised the ‘risk that SyRI inadvertently creates links based on bias, such as a lower socio-economic status or an immigration background’ (Rb Den Haag 2020).
Furthermore, the use of AI risks stigmatization, reinforcing existing stereotypes, social and cultural segregation and exclusion, and subverting individual choice and equal opportunities (Kritikos 2019). Access to digital services tends to rise with income, so the poorest are most likely to be data poor as well. AI solutions can also unintentionally harm the very people they are supposed to help. For example, it can discriminate against individuals who have no access to the data-generating technology that the AI system relies on, such as a mobile phone or because of the language of the software. As the chatbot at a Norwegian service NAV does not support the English language, it is a significant obstacle to using the channel (Jakovic, Chandrasegaram 2021).

There is still little research data on how AI is affecting the social security field. Therefore, it is hard to assess its actual impact. The development and use of AI systems should be guided by ethical principles that promote well-being and prosperity while protecting peoples’ private data, and ensure fair treatment of human individuals, communities or groups. Among other things, social security institutions must obtain the personal data of individuals but cannot use them without their consent.

Conclusion

The study findings offer several practical implications and carry valuable advice for the social security field. The first reviewing exercise resulted in the first inventory of illustrative AI use cases, highlighting the variety of interests expressed by social security organizations to experiment with AI. Common AI typologies found in the current inventory include the use of Intelligent Conversational Assistant, the use of machine learning methods, and Automated Decision-Making systems. According to these examples, we can clearly see that AI can help enhance human tasks, automate many activities, serve as a decision-making aid, and detect fraud.

Against this background, the study provides an understanding of AI and a list of AI applications for managers in the social sector, including their opportunities, which can serve as a reference to assist with implementing AI initiatives and for potential AI projects in the field of social security. This field can greatly benefit from AI methods and tools. There is evidence that AI applications save processing time, reduce data error rates, work better at lower cost, and conduct a variety of data analyses. However, the application of AI and existing algorithms are not without challenges as it comes with a range of risks and ethical issues. The AI challenges mentioned in this study can serve as a reference point to avoid potential pitfalls when introducing its applications in the social care sector.

This paper reflects insights gathered from a diverse set of research suggesting that the AI’s future rests in the ability to establish a balance between process automation and human control and to ensure that risks and benefits are distributed fairly, mainly in the area of social security. It must be noted that the rapid technological advancements and the new domains of application of AI
have introduced new challenges and opportunities. Study’s findings offer several practical implications and offer valuable advice for the field of social security. When this technology is used appropriately, with proper care and considering the analysis of its impacts on people’s lives, AI systems have great potential to improve the quality and efficiency of products and services. To achieve this, public managers must establish clear governance frameworks for transparency and accountability to promote fair algorithmic decisions by providing the foundation for obtaining recourse to meaningful explanations. Furthermore, sensitive aspects that raise concerns among citizens, such as AI safety, privacy, and trust could generally be addressed by measures that foster transparency.

In contrast, ethical challenges may be more difficult to address. They represent a long-term issue, which requires policy initiatives as well as the establishment of a clear set of rules to control and govern AI applications aimed at ensuring responsible management of these critical areas. Therefore, monitoring the adherence to these ethical guidelines will maximize the potential of AI while protecting stakeholders and users from the inherent risks associated with this technology. For example, the protection of data, personal information, and human values are among the most crucial factors for a human-centered approach. Overall, the successful future of AI requires social security organizations to rethink the current strategies and structures and adapt them in accordance with the prevailing challenges.

This study has several limitations that suggest future research opportunities. Methodologically, the systematic literature review had specific shortcomings. First, this review focuses on research within a specific period, excluding any research conducted before or after the inclusion criteria. Additionally, the current review excluded documents written in other languages, including Nordic. As such, some critical nuances were probably lost during the analysis. Lastly, this systematic review has exclusively focused on ethical issues or social dimensions, excluding technical, organizational, and legal concerns. Thus, future research must explore these concerns in detail. Speaking of future research, investigating AI opportunities and challenges in detail would have gone beyond the scope of this study, but may be of interest to improve our understanding of the dynamics of these opportunities and challenges. Furthermore, as all challenges are closely connected to benefits, future research could broaden the study’s scope, examining and comparing all aspects in a common framework to better understand their relationships.
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